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Overview
• Focus: Neural Knowledge Incorporation (in NLP)


• Architecture: Dedicated Memory Component in Neural Model


• Core Ideas:


1. Background: Seq2Seq, Attention, etc.


2. Memory Network


3. Applications of Memory Network


4. Future Work
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Limitations of Seq2Seq
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Think: Seq2Seq Models
• Powerful


• Variable-length input: variable-length output


• Variants: Attentional Seq2Seq, Transformer, etc.


• Uses encoder decoder architecture


• Encoder: performs feature extraction


• Decoder: generates output based on aggregated features


• Roll of neural network units: projection functions, from one feature space to another

Rev
iew
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• As an example, LSTM-based Seq2Seq for Translation 
Русский (RU) to English (EN)

Rev
iew
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Word Embedding Layer

• As an example, LSTM-based Seq2Seq for Translation 
Русский (RU) to English (EN)
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Word Embedding Layer

• As an example, LSTM-based Seq2Seq for Translation 
Русский (RU) to English (EN)
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Word Embedding Layer

• As an example, LSTM-based Seq2Seq for Translation 
Русский (RU) to English (EN)
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Encoder Layer

Word Embedding Layer

• As an example, LSTM-based Seq2Seq for Translation 
Русский (RU) to English (EN)
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• As an example, LSTM-based Seq2Seq for Translation 
Русский (RU) to English (EN)
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• As an example, LSTM-based Seq2Seq for Translation 
Русский (RU) to English (EN)
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Why does attention work?
• The neural decoder is a conditional language model


• 


• Initialised with : provide condition as a guide


• 


• Problem? Memory! 
Fixed dimension  for all encoder info and all  info

P(ei |e<i, F) ∈ [0,1]DictSize

avg(henc)

P(ei |e<i, avg(henc)) ∈ [0,1]DictSize

|hdec | e<i

Thin
k
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Why does attention work?
• The neural decoder is a conditional language model


• 


• Guide with Attention for every step  


• Project decoder state  and all encoder states  into the same 
feature space, find the most relevant  and do weighted sum


• Decoder memory : ensure fluent language generation 
Encoder memory : ensure src-tgt relevance

P(ei |e<i, F) ∈ [0,1]DictSize

t

hdec
t henc

0:|f|
henc

i

|hdec |
|henc | × | f |

Thin
k
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What kind of Knowledge is 
learned in Seq2Seq for RU-EN?

• Russian Embedding and English Embedding: word-level features


• Encoder BiLSTM: extract useful features from Russian Word Embeddings, 
word before and after each position


• Decoder LSTM: predict next word given previous English words


• Attention: project encoder representations and decoder representations, 
select the most relevant encoder representation for the current time step


• Output layer: project Attended Decoder representation into target dictionary 
probability distribution

Conc
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Current NLP Approaches

• Symbolic knowledge are fed into Neurones (e.g. RNN) for training


• Limited in memory storage capacity


• Agnostic to explicit knowledge, we assume the parameters will pick it up


• Applications: seq2seq, classification, etc.

Rev
iew
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1. Graves et al., Hybrid computing using a neural network with dynamic external memory, Nature 2016
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RNN/MHA Units
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RNN/MHA Units
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RNN/MHA Units
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RNN/MHA Units
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RNN/MHA Units
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Current NLP Approaches

• Neural Components


• Query-to-Response Mapping Function


• Expect: limited parameters learn all knowledge


• Reality: sometimes you need information external 
to the input:
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Current NLP Approaches
• Reading Comprehension


• Paragraph (Context):  
Fawlty Towers is a British television sitcom written by John 
Cleese and Connie Booth, broadcast on BBC2 in 1975 and 1979. 
Two series of six episodes each were made. The series is set in Fawlty 
Towers, a fictional hotel in the seaside town of Torquay on the English 
Riviera. The plots centre on the tense, rude and put-upon owner 
Basil Fawlty (Cleese), his bossy wife Sybil (Prunella Scales), the 
sensible chambermaid Polly (Booth) who often is the peacemaker and 
voice of reason, and the hapless and English-challenged Spanish 
waiter Manuel (Andrew Sachs). They show their attempts to run the 
hotel amidst farcical situations and an array of demanding and 
eccentric guests and tradespeople.


• Query: Who is the actor who played Basil Fawlty in Fawlty Towers?


• Response: John Cleese
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Using RNN/MHA with Context

• Treat external Context as part of the Query. Problem: 

• Handling Exotic Structures is difficult


• RNN/MHA has limited long-term memory capacity 

• Complex Internal Dynamics 
RNN/MHA do not particularly perform very well

!

P1

Why?

1. Yih et al., The Value of Semantic Parse Labelling for Knowledge Base Question Answering, InProc ACL2016

2. Dhingra et al., Towards End-to-End Reinforcement Learning of Dialogue Agents for Information Access, InProc ACL2017

3. Dong et Lapata, Coarse-to-Fine Decoding for Neural Semantic Parsing, InProc ACL2018
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Memory Network 
Basics
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Memory Network Definition

• Definition:


• A neural architecture


• with dedicated variable-length neural memory 
components,


• that is capable of complex internal dynamics
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mN+1
mN+2

. . .
mN+...

Memory Network Definition

• Core Features


• Expandable Neural Memory Unit 

• Neural Controller for Read/Write


• Complex Internal Dynamics*
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Memory Network Definition

• Is memory network old?


• Yes, it goes back to before Bahdanau’s RNNSearch


• Why haven’t I heard of memory networks?


• Because people don’t often refer to them as Memory 
Networks (we’ll come back to this)
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Memory Network 
MemNN

• First End-to-End application in NLP


• Database QA


• Multiple sentences from a database is 
given as input Context


• The model is expected to answer a 
Query

Deta
il

P2

Memory Network

1. Weston et al., Memory Networks, InProc ICLR 2015
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Memory Content (Plain)

Barack Obama was the president of USA.

Cheddar is the most popular cheese.

NLP is complete nonsense.

….

Monty Python is the greatest comedy group.

Query: 
What is Monty Python?

Response: 
One of the greatest comedy groups.

} Some 1k facts



Memory Network 
MemNN

• Storage Structure:


• Each slot stores one encoded 
sentence


• LSTM-based, or BERT e.g.


• Once written, the representation 
doesn’t receive update

Deta
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1. Weston et al., Memory Networks, InProc ICLR 2015
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Memory Content (Plain)

Joe is in the Kitchen.

Joe is with Jack.

...

They go to the theatre together

Query: 
Where is jack now?

Answer: 
The theatre
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Memory Network 
MemNN
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1. Weston et al., Memory Networks, InProc ICLR 2015

2. Sukhbaatar et al., End-To-End Memory Networks, InProc NIPS 2015

30

P2

Memory Network

Input q

Encoder I

Input features I(q)

Output

Decoder O

Memory 
Retrieval


O(N)

Memory Bank

m1
m2

. . .
mN

Query: 
Where is jack now?

Answer: 
The theatre

 sequential 
scoring functions

K

top-  mem slotsK



MemNN Response
• Decoding module 


• Selects  supporting memory cells , …, 


• [2]


• Can also use Attention Mechanism instead


• 


• In Weston et al., Memory Networks is used as static storage of information

O

k mo1
mok

ok = O(x, M) = argmax
i=0,...n−1

so([x, o<k], mi])

o = ∑
i

wimi
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1. Weston et al., Memory Networks, InProc ICLR 2015

2.  is a scoring functionso
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MemNN Response
• Decoding module 


• Selects  supporting memory cells , …, 


• [2]


• Can also use Attention Mechanism instead


• 


• In Weston et al., Memory Networks is used as static storage of information
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1. Weston et al., Memory Networks, InProc ICLR 2015
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MemNN Response
• Decoding module 


• Selects  supporting memory cells , …, 


• [2]


• Can also use Attention Mechanism instead


• 


• In Weston et al., Memory Networks is used as static storage of information

O

k mo1
mok

ok = O(x, M) = argmax
i=0,...n−1

so([x, o<k], mi])

o = ∑
i

wimi
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1. Weston et al., Memory Networks, InProc ICLR 2015
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Attentional Retrieval

• Say, 


• : query, with sentence representation 
What does NLP stand for?


• : memory, with representation for a single memory unit 
NLP stands for Naughty Lousy Parents.


• : information shared between  and , aside from the similar dimensions 
for , there’s query 
for , you find features for the response

so(x, y) = x ⋅ y

x

y

x ⋅ y x y
x
y

Te
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al
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1. A rough example
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Attentional Retrieval

• Say, 


• : query, with sentence representation 
What does NLP stand for?


• : memory, with representation for a single memory unit 
NLP stands for Naughty Lousy Parents.


• : information shared between  and , aside from the similar dimensions 
for , there’s query 
for , you find features for the response

so(x, y) = x ⋅ y
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Attentional Retrieval

• Say, 


• : query, with sentence representation 
What does NLP stand for?


• : memory, with representation for a single memory unit 
NLP stands for Naughty Lousy Parents.


• : information shared between  and , aside from the similar dimensions 
for , there’s query 
for , you find features for the response

so(x, y) = x ⋅ y

x
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x ⋅ y x y
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1. A rough example
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Attentional Retrieval
• Different Attention?


• Sure, why not


• E.g. Luong et al. attention


• 


• , projecting  before using above


•  
More projections and added activation/normalisation in between

s(x, y) = xTy

s(x, y) = xTWy = xT(Wy) y

s(x, y) = V tanh(W[x; y]) = V[tanh(W1x + W2y)]
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ch
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1. A rough example
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Memory Network 
MemNN

• MemNN Features


• First real-world application, trained end-to-end


• Efficient Context Processing 
by new storage format


• Massive Storage Capacity 
A database with 14M facts were used in experiment


• Excellent Performance in Retrieval 
Parallel execution possible

Te
ch

nic
al
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End-to-End Memory Network 
(MemN2N)

• Key-Value Memory Network


• key vectors for addressing, 
value vectors for aggregation


• Attentional Read


• Content-based attentional weight calculation using  
       


• Final read given query  
       

k1...N
wi = softmax(s(k, q))i

q

∑
i

wimi

Deta
il

P2

Memory Network

1. Weston et al., Memory Networks, InProc ICLR 2015
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End-to-End Memory Network 
(MemN2N)

• Key-Value Memory Network


• key vectors for addressing, 
value vectors for aggregation


• Attentional Read


• Content-based attentional weight calculation using  
       


• Final read given query  
       

k1...N
wi = softmax(s(k, q))i

q

∑
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1. Weston et al., Memory Networks, InProc ICLR 2015
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End-to-End Memory Network 
(MemN2N)

• Key-Value Memory Network


• key vectors for addressing, 
value vectors for aggregation


• Attentional Read


• Content-based attentional weight calculation using  
       


• Final read given query  
       

k1...N
wi = softmax(s(k, q))i

q

∑
i

wimi
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1. Weston et al., Memory Networks, InProc ICLR 2015
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End-to-End Memory Network 
(MemN2N)

• Key-Value Memory Network


• key vectors for addressing, 
value vectors for aggregation


• Attentional Read


• Content-based attentional weight calculation using  
       


• Final read given query  
       

k1...N
wi = softmax(s(k, q))i

q

∑
i

wimi
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1. Weston et al., Memory Networks, InProc ICLR 2015
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End-to-End Memory Network 
(MemN2N)

• Advantages


• Separation for query information, and actual 
memory for content


• Update to key and value separately


• Easier to train

Deta
il
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1. Weston et al., Memory Networks, InProc ICLR 2015
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• Decoder goes through multiple 
passes of retrieval


• Multi-hop QA, each time different 
information could be accessed


• Input at layer  is the combined 
representation of output  and 
previous input 


•  is  encoded

k
ok−1

uk−1

u1 q

P2

Memory Network

1. Sukhbaatar et al., End-To-End Memory Networks, InProc NIPS2015

u1

2.1 Single Layer
We start by describing our model in the single layer case, which implements a single memory hop
operation. We then show it can be stacked to give multiple hops in memory.

Input memory representation: Suppose we are given an input set x1, .., xi to be stored in memory.
The entire set of {xi} are converted into memory vectors {mi} of dimension d computed by
embedding each xi in a continuous space, in the simplest case, using an embedding matrix A (of
size d⇥V ). The query q is also embedded (again, in the simplest case via another embedding matrix
B with the same dimensions as A) to obtain an internal state u. In the embedding space, we compute
the match between u and each memory mi by taking the inner product followed by a softmax:

pi = Softmax(uT
mi). (1)

where Softmax(zi) = e
zi/

P
j e

zj . Defined in this way p is a probability vector over the inputs.

Output memory representation: Each xi has a corresponding output vector ci (given in the
simplest case by another embedding matrix C). The response vector from the memory o is then a
sum over the transformed inputs ci, weighted by the probability vector from the input:

o =
X

i

pici. (2)

Because the function from input to output is smooth, we can easily compute gradients and back-
propagate through it. Other recently proposed forms of memory or attention take this approach,
notably Bahdanau et al. [2] and Graves et al. [8], see also [9].

Generating the final prediction: In the single layer case, the sum of the output vector o and the
input embedding u is then passed through a final weight matrix W (of size V ⇥ d) and a softmax
to produce the predicted label:

â = Softmax(W (o+ u)) (3)

The overall model is shown in Fig. 1(a). During training, all three embedding matrices A, B and C,
as well as W are jointly learned by minimizing a standard cross-entropy loss between â and the true
label a. Training is performed using stochastic gradient descent (see Section 4.2 for more details).
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Figure 1: (a): A single layer version of our model. (b): A three layer version of our model. In
practice, we can constrain several of the embedding matrices to be the same (see Section 2.2).

2.2 Multiple Layers
We now extend our model to handle K hop operations. The memory layers are stacked in the
following way:

• The input to layers above the first is the sum of the output ok and the input uk from layer k

(different ways to combine o
k and u

k are proposed later):

u
k+1 = u

k + o
k
. (4)
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HOP1

HOP2

Paragraph

End-to-End Memory Network 
(MemN2N)

• Decoder goes through multiple 
layers of retrieval


• Multi-hop QA, each time different 
information could be accessed


• Input at layer  is the combined 
representation of output  and 
previous input 


•  is  encoded
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1. Sukhbaatar et al., End-To-End Memory Networks, InProc NIPS2015
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Sandra dropped the milk.

John took the milk there.

Sandra went to the bathroom. 

John moved to the hallway.

Mary went back to the bedroom.

Query
Where is the milk? 

Memory Bank

(k1, m1)
(k2, m2)

. . .
(kN, mN)



End-to-End Memory Network 
MemN2N

• MemN2N Features


• Multi-Step Retrieval allows for easier Multi-Hop Reasoning


• Key-Value storage more practical than content-based weight calculation 
using entire memory slots


• Retrieval tactics: 

Te
ch
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al
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Neural Turing Machine
• Storage


•  slots, of -dimensional vector each


• Multiple Heads


• Each Read/Write heads operate 
independently to aggregate information


• Multiple Heads are combined to make 
up final representations

N M

Te
ch
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al

1. Graves et al. (2014), Neural Turing Machine
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Neural Turing Machine
• Read Operation 

• Addressing Mechanism 
provides weights


• based on Content 
Cosine Similarity


• based on Memory location 
rotational shift of weighting


• Information aggregated by 
weighted sum
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Neural Turing Machine
• Write Operation 

• Aggregation per slot similar to 
Read


• At every time step


• new input  arrives


• each slot  is updated


• cost: 

q

i

O(N2)
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Neural Turing Machine
• Example Write Operation 

• Aggregation per slot similar to 
Read


• At every time step


• new input  arrives


• each slot  is updated


• cost: 

q

i

O(N2)
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F(Σw0m, q) F(Σw3m, q)F(Σw2m, q)F(Σw1m, q)

Neural Turing Machine
• Example Write Operation 

• Aggregation per slot similar to 
Read


• At every time step


• new input  arrives


• each slot  is updated


• cost: 

q

i

O(N2)
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Neural Turing Machine

• NTM Features


• Distributed memory storage: each piece of information is stored across 
entire memory bank


• Dynamic interaction: at every time step, each memory slot aggregates 
information from other slots through Attention


• Increased storage capacity, excellent performance in synthetic tasks
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Slot format One piece of 
context

Cost for adding 
more context Weight calc. Information 

Aggregation Passes

NTM1 single vector distributed 
across slots O(N2) Content-based + 

Location-based Multi-Head Single pass

MemNN2 single vector one single slot O(1) Content-based 
top-K Single-Head Single pass

MemN2N3 key-value vector one single slot O(1) Key-content-
based Single-Head Multiple passes

53

Memory Networks

Te
ch

nic
al

1. Graves et al. (2014), Neural Turing Machine

2. Weston et al., Memory Networks, InProc ICLR 2015

3. Sukhbaatar et al., End-To-End Memory Networks, InProc NIPS2015

P2

Memory Network

• Memory Network architecture is highly modular


• Mix and Match components (including Read and Write mechanisms)



Applications of MN

1. Variety of Context 
Combination of structured context and unstructured textual context


2. Massive Context 
Integration of massive knowledge base (triplets, graphs, plain-text)


3. Complex Internal Dynamics 
Perform complex reasoning tasks
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Variety of Context

• Embed KB facts and text into a uniform representation, as key-value pairs


• Utilise attention mechanism3 to retrieve information for QA
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Figure 1: Memory network attending the facts in the universal schema (matrix on the left). The color
gradients denote the attention weight on each fact.

and text into a uniform structured representation,
allowing interleaved propagation of information.
Figure 1 shows a universal schema matrix which
has pairs of entities as rows, and Freebase and
textual relations in columns. Although universal
schema has been extensively used for relation ex-
traction, this paper shows its applicability to QA.
Consider the question USA has elected blank ,

our first african-american president with its answer
Barack Obama. While Freebase has a predicate for
representing presidents of USA, it does not have
one for ‘african-american’ presidents. Whereas in
text, we find many sentences describing the pres-
idency of Barack Obama and his ethnicity at the
same time. Exploiting both KB and text makes it
relatively easy to answer this question than relying
on only one of these sources.

Memory networks (MemNN; Weston et al. 2015)
are a class of neural models which have an external
memory component for encoding short and long
term context. In this work, we define the mem-
ory components as observed cells of the universal
schema matrix, and train an end-to-end QA model
on question-answer pairs.

The contributions of the paper are as follows
(a) We show that universal schema representation
is a better knowledge source for QA than either
KB or text alone, (b) On the SPADES dataset (Bisk
et al., 2016), containing real world fill-in-the-blank
questions, we outperform state-of-the-art semantic
parsing baseline, with 8.5 F1 points. (c) Our analy-
sis shows how individual data sources help fill the
weakness of the other, thereby improving overall
performance.

2 Background

Problem Definition Given a question q with
words w1,w2, . . . ,wn, where these words contain
one blank and at least one entity, our goal is to
fill in this blank with an answer entity qa using
a knowledge base K and text T . Few example
question answer pairs are shown in Table 2.

Universal Schema Traditionally universal
schema is used for relation extraction in the
context of knowledge base population. Rows in
the schema are formed by entity pairs (e.g. USA,
NYC), and columns represent the relation between
them. A relation can either be a KB relation, or it
could be a pattern of text that exist between these
two entities in a large corpus. The embeddings of
entities and relation types are learned by low-rank
matrix factorization techniques. Riedel et al.
(2013) treat textual patterns as static symbols,
whereas recent work by Verga et al. (2016)
replaces them with distributed representation of
sentences obtained by a RNN. Using distributed
representation allows reasoning on sentences that
are similar in meaning but different on the surface
form. We too use this variant to encode our textual
relations.

Memory Networks MemNNs are neural atten-
tion models with external and differentiable mem-
ory. MemNNs decouple the memory component
from the network thereby allowing it store external
information. Previously, these have been success-
fully applied to question answering on KB where
the memory is filled with distributed representation
of KB triples (Bordes et al., 2015), or for read-
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Variety of Context

• Universal Schema for KB Triplets (e.g. (Obama, bornIn, USA)) and text


• Sentence have Subject and Object extracted first 
Key: , Value:  

• KB Triplets are embedded with entity and relation concatenated 
Key: , Value: 

[EE(s); LSTM(Sent)] EE(o)

[EE(s); ER(r)] EE(o)
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Variety of Context

• Attention mechanism: iteratively generate new context vectors


• : on the question itself


• : combine  with Memory attention 
, where  contains attention weights

c0

ct ct−1
ct = Wt(ct−1 + WP ∑

(k,v∈M)

(ct−1 ⋅ k)v) Wt
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Using Universal Schema2 in QA

(1)
 (2

)

P2
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Model Dev. F1 Test F1

Bisk et al. (2016) 32.7 31.4
ONLYKB 39.1 38.5
ONLYTEXT 25.3 26.6
ENSEMBLE. 39.4 38.6
UNISCHEMA 41.1 39.9

Table 1: QA results on SPADES.

ours, however this is not publicly released during
the submission time.

Instead, we use SPADES (Bisk et al., 2016) as
our evaluation data which contains fill-in-the-blank
cloze-styled questions created from ClueWeb. This
dataset is ideal to test our hypothesis for following
reasons: 1) it is large with 93K sentences and 1.8M
entities; and 2) since these are collected from Web,
most sentences are natural. A limitation of this
dataset is that it contains only the sentences that
have entities connected by at least one relation in
Freebase, making it skewed towards Freebase as
we will see (§ 4.4). We use the standard train, dev
and test splits for our experiments. For text part of
universal schema, we use the sentences present in
the training set.

4.2 Models
We evaluate the following models to measure the
impact of different knowledge sources for QA.

ONLYKB: In this model, MemNN memory con-
tains only the facts from KB. For each KB triple
(e1,r,e2), we have two memory slots, one for
(e1,r,e2) and the other for its inverse (e2,ri,e1).

ONLYTEXT: SPADES contains sentences with
blanks. We replace the blank tokens with the an-
swer entities to create textual facts from the train-
ing set. Using every pair of entities, we create a
memory cell similar to as in universal schema.

ENSEMBLE This is an ensemble of the above
two models. We use a linear model that combines
the scores from, and use an ensemble to combine
the evidences from individual models.

UNISCHEMA This is our main model with uni-
versal schema as its memory, i.e., it contains mem-
ory slots corresponding to both KB and textual
facts.

4.3 Implementation Details
The dimensions of word, entity and relation em-
beddings, and LSTM states were set to d =50. The
word and entity embeddings were initialized with
word2vec (Mikolov et al., 2013) trained on 7.5

Question Answer

1. USA have elected blank , our first
african-american president.

Obama

2. Angelina has reportedly been threatening
to leave blank .

Brad Pitt

3. Spanish is more often a second and
weaker language among many blank .

Latinos

4. blank is the third largest city in the
United States.

Chicago

5. blank was Belshazzar ’s father. Nabonidus

Table 2: A few questions on which ONLYKB fails
to answer but UNISCHEMA succeeds.

million ClueWeb sentences containing entities in
Freebase subset of SPADES. The network weights
were initialized using Xavier initialization (Glorot
and Bengio, 2010). We considered up to a maxi-
mum of 5k KB facts and 2.5k textual facts for a
question. We used Adam (Kingma and Ba, 2015)
with the default hyperparameters (learning rate=1e-
3, b1=0.9, b2=0.999, e=1e-8) for optimization. To
overcome exploding gradients, we restricted the
magnitude of the `2 norm of the gradient to 5. The
batch size during training was set to 32.

To train the UNISCHEMA model, we initialized
the parameters from a trained ONLYKB model.
We found that this is crucial in making the UNIS-
CHEMA to work. Another caveat is the need to em-
ploy a trick similar to batch normalization (Ioffe
and Szegedy, 2015). For each minibatch, we nor-
malize the mean and variance of the textual facts
and then scale and shift to match the mean and
variance of the KB memory facts. Empirically, this
stabilized the training and gave a boost in the final
performance.

4.4 Results and Discussions

Table 1 shows the main results on SPADES. UNIS-
CHEMA outperforms all our models validating our
hypothesis that exploiting universal schema for QA
is better than using either KB or text alone. De-
spite SPADES creation process being friendly to
Freebase, exploiting text still provides a significant
improvement. Table 2 shows some of the ques-
tions which UNISCHEMA answered but ONLYKB
failed. These can be broadly classified into (a)
relations that are not expressed in Freebase (e.g.,
african-american presidents in sentence 1); (b) in-
tentional facts since curated databases only rep-
resent concrete facts rather than intentions (e.g.,
threating to leave in sentence 2); (c) compara-
tive predicates like first, second, largest, smallest
(e.g., sentences 3 and 4); and (d) providing addi-
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Massive Context
• In reality, one doesn’t always get a fine-

grained set of factoids for every query


• Open question answering


• Open conversation


• Searching for useful information (especially 
multihop) is difficult in huge knowledge bases


• Each entity is connected to a lot of other 
entities, as hops increase the time 
complexity increases exponentially

1. Moon et al., OpenDialKG: Explainable Conversational Reasoning with Attention-based Walks over Knowledge Graphs., InProc ACL2019
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OpenDialKG: Explainable Conversational Reasoning with
Attention-based Walks over Knowledge Graphs

Seungwhan Moon, Pararth Shah, Anuj Kumar, Rajen Subba
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Abstract

We study a conversational reasoning model
that strategically traverses through a large-
scale common fact knowledge graph (KG) to
introduce engaging and contextually diverse
entities and attributes. For this study, we col-
lect a new Open-ended Dialog $ KG par-
allel corpus called OpenDialKG, where each
utterance from 15K human-to-human role-
playing dialogs is manually annotated with
ground-truth reference to corresponding enti-
ties and paths from a large-scale KG with 1M+
facts. We then propose the DialKG Walker
model that learns the symbolic transitions of
dialog contexts as structured traversals over
KG, and predicts natural entities to introduce
given previous dialog contexts via a novel
domain-agnostic, attention-based graph path
decoder. Automatic and human evaluations
show that our model can retrieve more natu-
ral and human-like responses than the state-of-
the-art baselines or rule-based models, in both
in-domain and cross-domain tasks. The pro-
posed model also generates a KG walk path
for each entity retrieved, providing a natural
way to explain conversational reasoning.

1 Introduction

The key element of an open-ended dialog sys-
tem is its ability to understand conversational con-
texts and to respond naturally by introducing rele-
vant entities and attributes, which often leads to
increased engagement and coherent interactions
(Chen et al., 2018). While a large-scale knowledge
graph (KG) includes vast knowledge of all the re-
lated entities connected via one or more factual
connections from conversational contexts, the core
challenge is in the domain-agnostic and scalable
prediction of a small subset from those reachable
entities that follows natural conceptual threads that
can keep conversations engaging and meaningful.
Hence, we study a data-driven reasoning model

Figure 1: Conversational reasoning with a parallel (a)
dialog and (b) knowledge graph (KG) corpus. Diverse
topical jumps across open-ended multi-turn dialogs are
annotated and grounded with a large-scale common-
fact KG. To generate a KG entity response at each di-
alog turn, the model learns walkable paths within KG
that lead to engaging and natural topics or entities given
dialog context, while pruning non-ideal (albeit factu-
ally correct) KG paths among 1M+ candidate facts.

that map dialog transitions with KG paths, aimed
at identifying a subset of ideal entities to mention
as a response to previous dialog contexts.

Figure 1 illustrates a motivating dialog exam-
ple between two conversation participants, which
spans multiple related KG entities from a start-
ing seed entity The Catcher in the Rye. Specif-
ically, we observe that there exists a small subset
of walkable patterns within a KG or a preferred se-
quence of graph traversal steps which often leads
to more engaging entities or attributes than oth-
ers (e.g. Literacy Realism, Nathaniel Hawthorne,
etc. vs. Catch Me If You Can, 277, etc. -
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Massive Context
• Utilising Random Walk to efficiently retrieve information from a Knowledge Graph


• A graph could be fully structured (s, r, o) triplet graph


• A graph could be plain-text connected entity mentions


• Initialisation


• Utilises TransE to initialise knowledge embedding


• Knowledge assembled to a graph and encoded to memory cells using Graph 
Attention


• Sentence and Dialogue Representation: BiLSTM Encoder and Decoder
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Massive Context
• Random Walk Algorithm


• Start with an Entity node in a KBG


• When a query comes in, traverse through connected entities with the 
highest relevance score


• In conversation, this help guides the direction of the conversation and 
retrieve useful information.


• The path is stored alongside the current context in the decoder LSTM
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Complex Internal Dynamics

• Treat textual passages as Knowledge Base


• perform IE to generate a small Knowledge Graph 
for each Query
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Abstract

Sequence-to-sequence models for abstractive
summarization have been studied extensively,
yet the generated summaries commonly suffer
from fabricated content, and are often found
to be near-extractive. We argue that, to address
these issues, the summarizer should acquire se-
mantic interpretation over input, e.g., via struc-
tured representation, to allow the generation
of more informative summaries. In this pa-
per, we present ASGARD, a novel framework
for Abstractive Summarization with Graph-
Augmentation and semantic-driven RewarD.
We propose the use of dual encoders—a
sequential document encoder and a graph-
structured encoder—to maintain the global
context and local characteristics of entities,
complementing each other. We further design
a reward based on a multiple choice cloze test

to drive the model to better capture entity in-
teractions. Results show that our models pro-
duce significantly higher ROUGE scores than
a variant without knowledge graph as input on
both New York Times and CNN/Daily Mail
datasets. We also obtain better or comparable
performance compared to systems that are fine-
tuned from large pretrained language models.
Human judges further rate our model outputs
as more informative and containing fewer un-
faithful errors.

1 Introduction

Abstractive summarization aims to produce con-
cise and informative summaries with the goal
of promoting efficient information consumption
and knowledge acquisition (Luhn, 1958). Signif-
icant progress has been made in this area by de-
signing sequence-to-sequence-based neural mod-
els for single-document abstractive summariza-
tion (Gehrmann et al., 2018; Liu et al., 2018; Liu
and Lapata, 2019). However, due to the limita-
tions of model structure and word prediction-based

,QSXW�$UWLFOH�RI�1HZ�<RUN�7LPHV�
-RKQ�0��)DEUL]L��WKH�PD\RU�RI�%ULGJHSRUW��DGPLWWHG�
RQ�7XHVGD\�WKDW�KH�KDG�XVHG�FRFDLQH�DQG�DEXVHG�
DOFRKRO�ZKLOH�LQ�RIILFH�
0U��)DEUL]L��ZKR�ZDV�DSSRLQWHG�PD\RU�LQ������DIWHU�
WKH�IRUPHU�PD\RU��-RVHSK�3��*DQLP��ZHQW�WR�SULVRQ�RQ�
FRUUXSWLRQ�FKDUJHV��VDLG�KH�KDG�VRXJKW�KHOS�IRU�KLV�
GUXJ�SUREOHP�DERXW����PRQWKV�DJR�DQG�WKDW�KH�KDG�
QRW�XVHG�GUXJV�VLQFH��
$ERXW�IRXU�PRQWKV�DJR��KH�DGGHG��KH�VWRSSHG�
GULQNLQJ�DOFRKRO�

&RQVWUXFWHG�*UDSK�

6XPPDU\�E\�+XPDQ�
7KH�:HHN�FROXPQ��0D\RU�-RKQ�)DEUL]L�RI�
%ULJHSRUW��&RQQ��SXEOLFO\�DGPLWV�KH�XVHG�FRFDLQH�
DQG�DEXVHG�DOFRKRO�ZKLOH�LQ�RIILFH��VD\V�KH�VWRSSHG�
GULQNLQJ�DOFRKRO�DQG�VRXJKW�KHOS�IRU�KLV�GUXJ�
SUREOHP�DERXW����PRQWKV�DJR�

FRFDLQH

GULQNLQJ�
DOFRKRO

DOFRKRO
-RKQ�0��
)DEUL]L��
KH�����

KDG�XV
HG

DEXVHG

VWRSSHG

Figure 1: Sample knowledge graph constructed from
an article snippet. The graph localizes relevant informa-
tion for entities (color coded, e.g. “John M. Fabrizi”)
or events (underlined) and provides global context.

learning objectives, these models frequently pro-
duce unfaithful content (Cao et al., 2018) and near-
extractive summaries (See et al., 2017; Kryściński
et al., 2018). These observations suggest that ex-
isting models lack semantic interpretation over the
input, which is critical for summarization.

We argue that the generation of informative and
succinct abstracts requires structured representa-
tion to facilitate the connection of relevant subjects,
and the preservation of global context, e.g. entity
interactions and topic flows. Take Fig. 1 as an ex-



Complex Internal Dynamics

• Treat textual passages as Knowledge Base


• Use BERT to encode input text, and use GAT2 
to encode KB graph as memory cells


• Use attention to guide summary generation 
using LSTM
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stracts from knowledge graphs. Here we use graphs
in addition to document encoder, both carrying
complementary information for summarization.

Reinforcement Learning and QA Reward for
Abstractive Summarization. As pointed out
by Ranzato et al. (2016), word-level maximum
likelihood training brings the problem of exposure
bias. Recent work utilizes reinforcement learning
to directly optimize the model to maximize the
informativeness of summaries by using different
forms of ROUGE scores (Paulus et al., 2018; Chen
and Bansal, 2018; Sharma et al., 2019). However,
ROUGE does not always distinguish good sum-
maries from bad ones (Novikova et al., 2017), and
ignores entity interactions.

Since question answering (QA) has been used
for summary evaluation (Narayan et al., 2018), and
is shown to correlate with human judgment of sum-
maries qualities (Eyal et al., 2019), QA-based re-
wards have been studied for summarization model
training. Arumae and Liu (2019) demonstrate that
using fill-in-the-blank questions by removing enti-
ties or root words leads to improved content selec-
tion. Scialom et al. (2019) consider a similar setup,
but use both F1 score and QA system confidence
as rewards in abstractive summarization. Previous
work, however, mainly focuses on single entities or
words in human-written summaries, thereby losing
contexts and relations. Moreover, fill-in-the-blank
questions by prior work give credits only when
the answers exactly match the ground-truths, thus
causing inaccuracies for rephrased answers and dis-
couraging abstract content generation. In contrast,
we design a semantic-driven cloze reward by mea-
suring how well a QA system can address multiple

choice cloze questions which better encode entity

interactions and handle paraphrased answers.

3 Knowledge Graph Construction

To construct a knowledge graph from an input doc-
ument, we utilize Stanford CoreNLP (Manning
et al., 2014) to first obtain outputs from corefer-
ence resolution and open information extraction
(OpenIE) models (Angeli et al., 2015). Note that
we do not conduct global entity linking across doc-
uments. Next, we take the hsubject, predicate,
objecti triples extracted by OpenIE and remove
any triple whose argument (subject or object) has
more than 10 words. If two triples differ only by
one argument, and the arguments overlap, we keep
the longer triple.
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Figure 2: Our ASGARD framework with document-
level graph encoding. Summary is generated by attend-
ing to both the graph and the input document.

We begin constructing the graph by treating sub-
jects and objects as nodes connected by directed
edges, with predicates as attributes. We further col-
lapse coreferential mentions of the same entity into
one node. With this, we can localize salient content
related to each entity as well as make connections
of spread-out entities through graph paths.

4 Summarization Model

In this section, we describe our graph-augmented
abstractive summarization framework, as displayed
in Fig. 2. Our model takes as input a document,
represented as a sequence of tokens x = {xk}, and
a knowledge graph G consisting of nodes {vi}. x
and G are separately consumed by a document en-
coder and a graph encoder, as presented in § 4.1.
Importantly, we present two types of graphs: DOC-
GRAPH, focusing on the global context, and SEG-
GRAPH, which additionally captures topic shift.
The summary decoder then generates an abstrac-
tive summary by attending to both the document
and the graph (§ 4.2). In § 4.3, we formulate a max-
imum likelihood training objective which leverages
the detection of salient nodes in the graph.

4.1 Encoders

Document Encoder. We first feed input x to
RoBERTa (Liu et al., 2019) and take the last layer
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Input Dialog (start entity) Response

Model Walk Path Predicted Entity

A: Yes, I believe he [Muller] has played in Munich. GT award won by ! position Forward
B: He also won a Bravo Award. I think that’s awesome! KG Walker award won by Lionel Messi
A: [response] Ext-ED award won by Muller

A: Could you recommend a book by Mark Overstall? GT wrote ! has genre Romance
B: [response] KG Walker wrote ! has genre Romance

Ext-ED language English

A: Do you like Lauren Oliver. I think her books are great! GT written by ! wrote Requiem
B: I do, Vanishing Girls is one of my favorite books. KG Walker written by ! wrote Annabel
A: [response] Tri-LSTM released year 2015

A: What about the Oakland Raiders? GT Champion Packers
B: Oh yes, I do like them. I’ve been a fan since they were KG Walker Champion Packers
runner-up in Super Bowl II. What about you? // A: [response] seq2seq Runner-up ! Is A NFL Team

A: Do you like David Guetta? I enjoy his music. GT composer ! composed Club Can’t Handle Me
B: Oh, I love his lyrics to Love is Gone and the song KG Walker composer ! composed I Love It
Wild Ones. What are your favorites? // A: [response] Tri-LSTM composer David Guetta

Table 4: Error analysis: DialKG Walker with attention (ours) vs. baselines. Ground-truth response (GT) and
model predictions of walk paths and future entities for the underlined entity mentions are shown. Dialogs are only
partially shown due to space constraints.

Model % in top-k
k=1 k=2 k=3

(Parthasarathi and Pineau, 2018) 17.5 33.6 47.2
(Young et al., 2018) 30.8 50.1 70.3

(Sutskever et al., 2014) 31.5 57.7 73.1

KG Walker (proposed) 38.6 61.8 76.3

Table 5: Human evaluation: “Which response is the
most natural for given dialog context?” (metric: % of
cases chosen as top-k response by the raters)

the final softmax layer, which typically performs
poorly for a large number of output class, com-
pared to zeroshot learning approaches.

Cross-domain evaluation: Table 3 demon-
strates that the DialKG Walker model can gen-
eralize to multiple domains better than the base-
line approaches (train: movie & test: book / train:
movie & test: music). This result indicates that
our method also allows for zeroshot pruning by re-
lations based on their proximity in the KG embed-
dings space, thus effective in cross-domain cases
as well. For example, relations ‘scenario by’ and
‘author’ are close neighbors in the KG embed-
dings space, thus allowing for zeroshot prediction
in cross-domain tests, although their training ex-
amples usually appear in two separate domains:
movie and book.

Human evaluation: To compare the subjective
quality of the models, i.e. the relative naturalness
and relevance of the generated KG paths, we per-
formed a human evaluation where paid raters were

(a) S: Movie, T: Book (b) S: Movie, T: Sports

Figure 3: Transfer learning results (r@5) of DialKG
Walker at varying availability of target data with (a)
Book and (b) Sports domains as a Target (Source:
Movie). (TL:Adv): data transfer with adversarial dis-
criminator for source and target domains, (TL:FT):
model transfer with fine-tuning, (No-TL): target only.

shown partial dialogs taken from the test dataset,
along with the top 2 paths output from each model.
The rater was asked to choose the 3 most appropri-
ate paths for continuing the dialog. We evaluated
250 dialogs, showing each dialog to 3 raters, for
a total 750 tasks. We report the % of cases when
a top-k chosen fact was generated by each of the
models (Table 5). The numbers add up to more
than 100% as models can generate identical paths.
If such a path is chosen by the rater, it is counted
towards each of the models that generated the path.

We show that the generated responses by our
proposed methods achieve the highest scores in
all top-k evaluation, validating that the model can
output more natural human-like responses.
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