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Overview
• Focus: Fundamentals of Complex Digital Circuit Design


• Architecture: von Neumann


• Textbook v4: Ch8 8.1, 8.2, 8.3; v5: Ch7 7.1, 7.2, 7.3


• Core Ideas:


1. Memory Definition


2. Read Only Memory


3. Random Access Memory
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the clock pulses are applied with other signals that specify the required change in the 
storage elements. The outputs of storage elements can change their value only in the 
presence of clock pulses. Synchronous sequential circuits that use clock pulses as 
inputs for storage elements are called clocked sequential circuits. These are the types 
of circuits most frequently encountered in practice, since they operate correctly in 
spite of wide differences in circuit delays and are relatively easy to design.

The storage elements used in the simplest form of clocked sequential circuits 
are called  flip-  flops. For simplicity, assume circuits with a single clock signal. A 
 flip-  flop is a binary storage device capable of storing one bit of information and hav-
ing timing characteristics to be defined in Section 4-9. The block diagram of a syn-
chronous clocked sequential circuit is shown in Figure 4-3. The  flip-  flops receive their 
inputs from the combinational circuit and also from a clock signal with pulses that 
occur at fixed intervals of time, as shown in the timing diagram. The  flip-  flops can 
change state only in response to a clock pulse. For a synchronous operation, when a 
clock pulse is absent, the  flip-  flop outputs cannot change even if the outputs of the 
combinational circuit driving their inputs change in value. Thus, the feedback loops 
shown in the figure between the combinational logic and the  flip-  flops are broken. 
As a result, a transition from one state to the other occurs only at fixed time intervals 
dictated by the clock pulses, giving synchronous operation. The sequential circuit 
outputs are shown as outputs of the combinational circuit. This is valid even when 
some sequential circuit outputs are actually the  flip-  flop outputs. In this case, the 
combinational circuit part between the  flip-  flop outputs and the sequential circuit 
outputs consists of connections only.

A  flip-  flop has one or two outputs, one for the normal value of the bit stored 
and an optional one for the complemented value of the bit stored. Binary informa-
tion can enter a  flip-  flop in a variety of ways, a fact that gives rise to different types of 
 flip-  flops. Our focus will be on the most prevalent type used today, the D  flip-  flop. 
Other  flip-  flop types, such as the JK and T  flip-  flops, are described in the online mate-
rial available at the Companion Website. In preparation for studying  flip-  flops and 
their operation, necessary groundwork is presented in the next section on latches, 
from which the  flip-  flops are constructed.

(b) Timing diagram of clock pulses 

(a) Block diagram
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 FIGURE 4-3
Synchronous Clocked Sequential Circuit
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Memory Definition

• A collection of cells capable of storing binary information 


• providing temporary or permanent storage for substantial amounts of 
binary information


• Substantial: much much much more than registers in a CPU


• Temporary: e.g. DDR4 memory sticks


• Permanent: e.g. IO devices (SSD, HDD), ROM
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• IO data is passed to the 

memory before being 
processed


• IO data is passed from 
the memory after being 
processed
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2 Types of Memories
• RAM (Random Access Memory)  

Memory Read Operation: retrieves information from memory 
Memory Write Operation: accepts new information for storage


• Volatile: require power for keeping its content


• ROM (Read Only Memory) 
Memory Read Operation: retrieves information from memory


• Non-volatile: might not need constant power to keep its content


• Why do we need ROMs?
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The Many Types of ROMs

• CD-ROM


• DVD-ROM


• Firmware ROM


• Essentially, devices that stores information that cannot be normally erased/
rewritten, and usually are non-volatile
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ROM Abstraction

• Storage: � , �  words, each � -bits 
(usually � , which makes a word=a byte)


• 32-bit processor, � , supports �  bytes in memory ~ 4GB


• Input: address in � -bit binary


• Output: � -bits of stored information

2n × m 2n m
m = 8

n = 32 232

n

m
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ROM Abstraction
• � -bit processor 

Each address is in � -bit, total of �  different addresses
8

8 256

Exa
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• � -bit processor 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ROM Abstraction
• � -bit processor 

Each address is in � -bit, total of �  different addresses
8

8 256

Exa
mple

P2 
ROM

00h 01h 0Fh…

10h 11h 1Fh…

… …… …

F0h F1h FFh…

2Ch = 00001010

address data
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Question
• What is the maximum supported memory size for a CPU with 8-bit address space, 1 byte 

per word?
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• Ans: 28 × 1 = 256

• What is the maximum supported memory size for a CPU with 16-bit address space, 1 byte 
per word?

• Ans: 216 × 1 = 65536

• What is the maximum supported memory size for a CPU with 16-bit address space, 2 bytes 
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Question
• What is the maximum supported memory size for a CPU with 8-bit address space, 1 byte 

per word?

• Ans: 28 × 1 = 256

• What is the maximum supported memory size for a CPU with 16-bit address space, 1 byte 
per word?

• Ans: 216 × 1 = 65536

• What is the maximum supported memory size for a CPU with 16-bit address space, 2 bytes 
per word?

• Ans: 216 × 2 = 131072
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Question

• 64-bit CPUs have 64-bit memory space, each word 8-bits
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Question

• 64-bit CPUs have 64-bit memory space, each word 8-bits

• What is the maximum supported memory size for a 64-bit CPU?
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Question

• 64-bit CPUs have 64-bit memory space, each word 8-bits

• What is the maximum supported memory size for a 64-bit CPU?

• Ans:  = 17 million Terabytes 
(16 exabytes)

264 × 1 = 18,446,744,073,709,551,616
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• This ROM has 
value 10010011 at address 01h; 
value 10100100 at address 1Ch;


• In reality, these wiring are done with 
programmable technology

ROM Implementation Example
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!  ROM25 × 8� -bit address input5 � -bit data output8

5-2 / Programmable Implementation Technologies      307

Each output of the decoder represents a memory address. The 32 outputs are con-
nected through programmable connections to each of the eight OR gates. The dia-
gram uses the array logic convention used in complex circuits. (See Figure 5-5.) Each 
OR gate must be considered as having 32 inputs. Each output of the decoder is con-
nected by a programming technology to one of the inputs of each OR gate. The 
ROM in Figure 5-7(b) is programmed with the word 10010011 in memory address 1. 
Since each OR gate has 32 internal programmable connections, and since there are 
eight OR gates, the ROM contains 32 * 8 = 256 programmable connections. In 
general, a 2k * n ROM will have an internal  k–  to–   2 k–   line decoder and n OR gates. 
Each OR gate has 2k inputs, which are connected through programmable connec-
tions to each of the outputs of the decoder.

Depending on the programming technology and approaches,  read-  only memo-
ries have different names:

1.  ROM—  mask programmed,

2.  PROM—  fuse or  anti-  fuse programmed,

3.  EPROM—  erasable floating gate programmed,

k inputs (address) n outputs (data)2k x n ROM

0

1

2

3

28

29

30

31

A0A1A2A3A4A5A6A7

5–to–32 
decoder

.

.

.

x xx x

(a)

(b)

1 10 000 1 1

I0

I1

I2

I3

I4

 FIGURE 5-7 
Block Diagram and Internal Logic of a ROM
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nected by a programming technology to one of the inputs of each OR gate. The 
ROM in Figure 5-7(b) is programmed with the word 10010011 in memory address 1. 
Since each OR gate has 32 internal programmable connections, and since there are 
eight OR gates, the ROM contains 32 * 8 = 256 programmable connections. In 
general, a 2k * n ROM will have an internal  k–  to–   2 k–   line decoder and n OR gates. 
Each OR gate has 2k inputs, which are connected through programmable connec-
tions to each of the outputs of the decoder.

Depending on the programming technology and approaches,  read-  only memo-
ries have different names:

1.  ROM—  mask programmed,

2.  PROM—  fuse or  anti-  fuse programmed,

3.  EPROM—  erasable floating gate programmed,
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• This ROM has 
value 10010011 at address 01h; 
value 10100100 at address 1Ch;


• In reality, these wiring are done with 
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Reasons for choosing ROM

• Originally proposed as unhackable storage devices 
Fixed internal data, cannot be hijacked through software

• Usually very fast readings (not as fast as registers but usually much faster 
than e.g. HDD)

• Fun fact: early SSDs were using Flash Memory technology, an Electrically 
Erasable ROM (like in the previous slide), which is why they were so 
expensive
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number of words that can be stored and is independent of the number of bits in each 
word. The number of bits in the address for a word is determined from the relation-
ship 2k Ú m, where m is the total number of words and k is the minimum number of 
address bits satisfying the relationship.

Write and Read Operations

The two operations that a random-access memory can perform are write and read. 
A write is a transfer into memory of a new word to be stored. A read is a transfer 
of a copy of a stored word out of memory. A Write signal specifies the transfer-in 
operation, and a Read signal specifies the transfer-out operation. On accepting 
one of these control signals, the internal circuits inside memory provide the 
desired function.

The steps that must be taken for a write are as follows:

1. Apply the binary address of the desired word to the address lines.

2. Apply the data bits that must be stored in memory to the data input lines.

3. Activate the Write input.

The memory unit will then take the bits from the data input lines and store them in 
the word specified by the address lines.

The steps that must be taken for a read are as follows:

1. Apply the binary address of the desired word to the address lines.

2. Activate the Read input.

The memory will then take the bits from the word that has been selected by the 
address and apply them to the data output lines. The contents of the selected word 
are not changed by reading them.

Memory is made up of RAM integrated circuits (chips), plus additional logic cir-
cuits. RAM chips usually provide the two control inputs for the read and write opera-
tions in a somewhat different configuration from that just described. Instead of having 
separate Read and Write inputs to control the two operations, most integrated circuits 
provide at least a Chip Select that selects the chip to be read from or written to, and a 
Read/Write that determines the particular operation. The memory operations that 
result from these control inputs are shown in Table 7-1.

 TABLE 7-1
Control Inputs to a Memory Chip

Chip Select  
CS

Read/Write 
R/W Memory Operation

0 * None
1 0 Write to selected word
1 1 Read from selected word
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Summary Today
• Memory Definition: what are some memory devices? what are not memory 

devices?


• Read Only Memory


• And its implementation using OR gate array and decoder


• Random Access Memory


• What does the interface look like?
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